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• Forget about entity linking (disambiguation), there are so many more 
entity-related tasks to work where interesting long tail phenomena 
emerge 

• Come up with a realistic scenario, with realistic distributions, don’t go 
for modified distributions, do include extrinsic evaluation 

• Examples 

• Entity representations, discovering and entity aspects, generate 
relationship explanations,  use entities and query suggestions in 
extremely data sparse contexts, discover latent semantics of entities 
and use for product search, document filtering for entities (head or 
torso or long tail)

Wrap up

http://www.amsterdamdatascience.nl
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• Based on joint work with David Graus, Evangelos Kanoulas, Xinyi Li, 
Edgar Meij, Daan Odijk, Bob Schijvenaars, Ridho Reinanda, Manos 
Tsagkias, Christophe Van Gysel, Nikos Voskarides, Wouter Weerkamp, 
Marcel Worring
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• Entities (people, locations, organizations, …) play central organizing 
role 

• In search 

• in web search, up to 70% of the queries are entity queries (Lin et 
al., 2012; Guo et al., 2011) 

• in academic search, the proportion of queries that contain entities 
is over 93% (Li et al., 2016) 

• entities have become retrievable items

It’s all about entities

http://www.amsterdamdatascience.nl
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search

mothers
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• Recognize and respond to diverse intents behind entity queries 

• You know an entity by the stuff it hangs out with 

• Words 

• Facets 

• Entities 

• Relations 

• Multimedia 

• Structured data 

• …

Information needs around entities

http://www.amsterdamdatascience.nl
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Sampling recent work …

http://www.amsterdamdatascience.nl
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• Task: Entity retrieval 

• Method: Expand entity  
descriptions with additional  
descriptions 

• Performance: 

• All expansions: ~0.60 MAP 
(yellow) 

• No expansions: ~0.55 MAP

Entity representations

Description sources

KB
Wikipedia dump 
(Aug ‘14)
57M descriptions for 
4.8M entities.

Web anchors
Anchors from Google 
WikiLinks corpus.
9.8M descriptions for 
876,063 entities.

Tweets
Tweets w/ links to 
Wikipedia pages 
(2011-2014)
52,631 descriptions for 
38,269 entities.

Queries
Queries from MSN query 
logs that yield Wikipedia 
clicks.
47,002 descriptions for 
18,724 entities.

Social tags
Delicious tags for 
Wiki pages, from the 
SocialBM0311 corpus.
4.4M descriptions for 
289,015 entities.

Dynamic sources

Static sources
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Description sources

KB
Wikipedia dump 
(Aug ‘14)
57M descriptions for 
4.8M entities.

Web anchors
Anchors from Google 
WikiLinks corpus.
9.8M descriptions for 
876,063 entities.

Tweets
Tweets w/ links to 
Wikipedia pages 
(2011-2014)
52,631 descriptions for 
38,269 entities.

Queries
Queries from MSN query 
logs that yield Wikipedia 
clicks.
47,002 descriptions for 
18,724 entities.

Social tags
Delicious tags for 
Wiki pages, from the 
SocialBM0311 corpus.
4.4M descriptions for 
289,015 entities.

Dynamic sources

Static sources
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• Head entities may get “swamped” (too many expansions) 

• Tail entities receive fewer expansions, may take longer to benefit 

• Solution: inform ranker of each entity’s “expansion state”

Head/tail effect impact

http://www.amsterdamdatascience.nl
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• Problem: Knowledge graphs represent entity relationships using formal 
descriptions which are not suitable for presenting to the end user 

• Task: Explain the relationships using human-readable descriptions 

• Approach 

• Given an entity pair and relationship, 

• Extract and enrich candidate sentences 

• Rank candidate sentences by how well they describe the relationship 
using learning to rank (text, entity, relation and source features) 

• Main findings 

• Significant improvements over state-of-the-art sentence retrieval 
methods 

• Relationship-dependent models significantly improve performance

Explaining entity relationships

http://www.amsterdamdatascience.nl
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• Main limitation 

• For tail entities the text corpus is less likely to contain any highly-
quality sentence for a given entity pair 

• Solution 

• Use existing textual descriptions (for head entities) and 
information from the knowledge graph to learn how certain 
relationships are described 

• Automatically generate descriptions for entity pairs for which a 
textual description is not available

Head/tail effect impact

http://www.amsterdamdatascience.nl
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• Entity aspects: common search tasks in the context of an entity 

• Task: mining, ranking, recommending aspects 

• Method: behavioral and semantic relatedness 

• Results (recommendation):

Entity aspects

http://www.amsterdamdatascience.nl
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• How would it affect things in aspect recommendation? 

• Behavioral (flow-based) approach works best, but it relies on 
observing past transitions, which are sparse for tail entities 

• Mitigate by using semantic similarity in combination with flow- 
based approach

Head/tail effect impact

http://www.amsterdamdatascience.nl
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• Providing suggestions for rare queries is hard, suffering from query 
sparsity 

• Using entity to overcome sparsity 

• mQEG (modified Query Entity Graph) combines behavior signal from 
QFG (Query Flow Graph) plus semantics from entity

Entity-based query suggestion

Table: Query suggestion for null queries in academic search

http://www.amsterdamdatascience.nl
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• Compared to head queries, tail queries are sparse 

• Query suggestions for tail queries are difficult 

• Entity in queries helps overcome query sparsity, and brings up 
relevant query suggestions

Head/tail effect impact

http://www.amsterdamdatascience.nl
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• Jointly learn representations of words, entities and relationship 
between them 

• Learn relationship between words and entities directly using gradient 
descent 

• Unsupervised

Semantic entity representations

http://www.amsterdamdatascience.nl
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• In a product retrieval task, 
semantic models tend to 
outperform purely lexical models 
for entities with less specific 
descriptions 

• In a learning to rank setup, 
semantic ranking provides a 
significant improvement over 
lexical plus popularity-based 
ranking features

Head/tail effect impact

http://www.amsterdamdatascience.nl
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• Document filtering for entities 

• System processes time-ordered corpus for documents that are 
relevant to a set of entities in order to select those documents that 
contain vital information about the entities 

• State of the art for head entities: 

• Entity-dependent: rely and are trained on specifics of 
differentiating features for entity at end 

• Tend to use extrinsic information (e.g., Wikipedia page views and 
related entities)—widely available only for head entities 

• Entity-dependent approaches based on extrinsic signals ill-suited as 
document filtering methods for long-tail entities

Document filtering for long tail entities

http://www.amsterdamdatascience.nl
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• Entity-independent approaches to document filtering learn 
characteristics of documents suitable for updating a knowledge base 
profile by utilizing signals from documents, initial profile of entity (if 
present), and relationships between entities and documents 

• Applicable to unseen entities 

• Avoid building models for every entity 

• Core intuition 

• Informativeness, entity-saliency, and timeliness: document that 
contains rich set of facts in timely manner, and in which entity is 
prominent good candidate for enriching knowledge base profile

Document filtering for long tail entities (2)
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• XX

Document filtering for long tail entities (3)
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• Four groups of features 

• Gradient boosted decision trees 

• Experiment 

• TREC KBA 2014 data 

• 21M doc subset of 1.2B doc 
TRAC KBA StreamCorpus 

• Arxiv, classifieds, forums, 
mainstream news, memetracker, 
news, reviews, social, and blogs 

Document filtering for long tail entities (4)

http://www.amsterdamdatascience.nl
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• Entity-independent approach to 
document filtering for knowledge 
completion 

• Four types of feature: basic and 
informativeness are especially 
important 

• Especially effective for long-tail 
entities 

• Also competitive with entity-
dependent approaches on head 
entities

Document filtering for long tail entities (4)
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• Forget about entity linking (disambiguation), there are so many more 
entity-related tasks to work where interesting long tail phenomena 
emerge 

• Come up with a realistic scenario, with realistic distributions, don’t go 
for modified distributions, do include extrinsic evaluation 

• Examples 

• Entity representations for search, discovering and entity aspects, 
generate relationship explanations,  use entities and query 
suggestions in extremely data sparse contexts, discover latent 
semantics of entities and use for product search, document filtering 
for entities (head or torso or long tail)

Wrap up

http://www.amsterdamdatascience.nl


This is the presentation title
this subline can be used for authors

partners

This is the presentation title
this subline can be used for authors

partners

This is the presentation title
this subline can be used for authors

partners

www.amsterdamdatascience.nlLong tail entities

• D. Graus, M. Tsagkias, W. Weerkamp, E. Meij, M. de Rijke. Dynamic collective entity 
representations for entity ranking. In WSDM 2016 

• X. Li, B. Schijvenaars, M. de Rijke. Investigating queries and search failures in 
academic search. Submitted, 2016 

• R. Reinanda, E. Meij, M. de Rijke. Mining, ranking and recommending entity aspects. 
In SIGIR 2015 

• R. Reinanda, E. Meij, M. de Rijke. Document filtering for long tail entities. Submitted, 
2016 

• C. Van Gysel, E. Kanoulas, M. de Rijke. A latent semantic model for product search. 
Submitted, 2016 

• C. Van Gysel, M. de Rijke, M. Worring. Unsupervised, efficient and semantic expertise 
retrieval. In WWW 2016 

• N. Voskarides, E. Meij, M. Tsagkias, M. de Rijke, W. Weerkamp. Learning to explain 
entity relationships in knowledge graphs. In ACL 2015 

• N. Voskarides, E. Meij, M. de Rijke. Generating descriptions of entity relationships. 
Submitted, 2016

References

http://www.amsterdamdatascience.nl


This is the presentation title
this subline can be used for authors

partners

This is the presentation title
this subline can be used for authors

partners

This is the presentation title
this subline can be used for authors

partners

www.amsterdamdatascience.nlLong tail entities

Can’t get enough?
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• Entities and their transition from 
first mention in public sources to 
inclusion in our collective 
memory (i.e., Wikipedia) 

• Align time series so that all 
entities have same being and 
end (birth to inclusion) 

• Cluster the time series 

• Analyze the clusters

Collective memory
Work in progress
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